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Abstract: Clinical studies often deal with data sets with numerous variables. As a result of
the similarities between the variables, we frequently observe the presence of multicollinear-
ity in the data. This study aimed to apply different data reduction strategies to sleep study
variables in multiple sclerosis (MS) patients. The main objective was to use various data
reduction strategies to explain a subjective measure of sleep quality (Pittsburgh Sleep Qual-
ity Index: PSQI) by the objective measures of sleep quality obtained during complete in-
laboratory overnight polysomnography. Overall, we found that few objective measures of
sleep quality were important in explaining the subjective PSQI, based on the results of vari-
ous well accepted statistical methods. Total sleep time was found to be the most important
feature of objective sleep quality for explaining subjective sleep quality among all other
investigated objective sleep quality variables in most of the approaches investigated in this
study. The LASSO method for estimation worked best in terms of interpretability among all
the approaches considered.
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1 Introduction

In health research, we often face data sets with a huge number of variables. Some of these
variables may be highly correlated or even collinear. Many of them may share similar infor-
mation which is redundant in terms of describing the variability in data. In the presence of
multicollinearity, variable selection becomes critical. There are many techniques of variable
selection, and some are still under development. See Cox and Snell (1974), Hocking (1976,
1983), Hocking and Leslie (1967), Myers (1990) and Miller (1984) for general discussions
on variable selection approaches.

A ‘sleep study’ also known as polysomnography (PSG) is a test used to investigate
sleep patterns and to diagnose sleep disorders including obstructive sleep apnea-hypopnea
(OSAH). PSG records the changes that take place during sleep and includes monitoring the
electrocortical activity, eye movements, muscle activity, heart rhythm, oxygenation, breath-
ing pattern during sleep, and leg movements (Agarwal and Gotman, 2002).

The variables derived from a PSG may be substantially correlated to each other and may
cause difficulties in analyses (Silva et al., 2007). Moreover, many of these variables measure
related characteristics and as such, substantial correlation may exist between them. In this
context, data reduction techniques may be especially attractive. We applied a number of
popular variable selection techniques, such as Principal Component Analysis (PCA), Subset
Regression methods and Least Absolute Shrinkage and Selection Operator (LASSO) tech-
niques to reduce the set of variables first, and then performed further analyses to address
our substantive objectives.

In this work, we explored whether there is any association between objective and subjec-
tive measures of sleep quality in subjects with multiple sclerosis (MS). MS is believed to be
a chronic autoimmune demyelinating and degenerative disorder of the central nervous sys-
tem. MS can lead to diverse clinical manifestations including visual loss, weakness, sensory
loss, ataxia, bladder and bowel dysfunction, cognitive changes, and fatigue. These diffi-
culties can lead to permanent disability. Four clinical courses of MS have been identified:
relapsing remitting, secondary progressive, primary progressive and progressive relapsing
(Compston and Coles, 2008). Many MS patients have poor sleep which can have an impact
on their quality of life. It would be important to know the objective predictors of poor sleep
for the clinical care of MS patients, and the best methods to perform study data analysis in
MS patient populations.

We have previously reported that OSAH is common in MS patients and is strongly asso-
ciated with the important symptom of fatigue (Kaminska et al., 2011). In the current work
we investigate: (i) different data reduction strategies in the context of a sleep study for the
purpose of explaining subjective sleep quality (as measured via the Pittsburgh Sleep Quality
Index, PSQI (Buysse et al., 1989); and (ii) which features of objective sleep quality may
account for subjective sleep quality.

2 Methods

This study was a cross-sectional study of 61 patients with multiple sclerosis (MS). A clin-
ical assessment of MS, completion of subjective sleep and health questionnaires, and two
consecutive complete overnight polysomnographies (PSGs) were conducted at the baseline
evaluation of the patients. Subjects were followed for at least 3 months after the baseline
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evaluation to assess if treatment for OSAH and other sleep disorders was successful. Here,
we use data obtained from the baseline evaluation and first night PSG results. Further de-
tails of this study are described elsewhere (Kaminska et al., 2011; C6té et al., 2013). The
Institutional Review Board of the participating institution approved the study. All subjects
provided signed informed consent.

The baseline evaluation included a complete medical history and sleep history, physical
exam, a collection of medication data, assessment of MS severity by the Expanded Disability
Status Scale (EDSS, ranges between 0 and 10, greater disability is indicated by a higher
score (Kurtzke, 1983), and standardized questionnaires. These included questionnaires for
daytime sleepiness, subjective sleep quality via the Pittsburgh Sleep Quality Index (PSQI),
Restless Legs Syndrome, narcolepsy symptoms, parasomnias including REM sleep behav-
ior disorder (RBD), symptoms of depression (Center for Epidemiologic Studies-Depression
(CES-D) questionnaire; (Radloff, 1977), total night pain, and health-related quality of life
assessed with the Physical and Mental Component Summary (PCS and MCS) scores of the
Short Form Health Survey (SF-36) (Ware et al., 1993).

2.1 Objective Sleep Data

PSG recordings were scored manually by a certified polysomnographic technologist with
expert physician review, using current American Academy of Sleep Medicine (AASM) scoring
criteria except respiratory events which were scored using AASM Chicago criteria. OSAH
was defined by an apnea-hypopnea index (AHI) of > 15 events per hour of sleep (Kaminska
etal, 2011; Coté et al., 2013).

From the multiple variables available from standard PSG analysis, we focused on the
subset most commonly used by sleep clinicians and researchers Shrivastava et al. (2014):
total recording time (TRT, time from lights off to lights on); total sleep time (TST), total
wake time, sleep efficiency (TST/TRT), sleep latency (time to initial sleep onset), total sleep
period (TSP, sleep time following sleep latency), wake time after sleep onset, number of
awakenings and awakening index (per TSP), number of stage changes and stage change
shift index (per TSP), number of stage 1 shifts and stage 1 shift index (per TST), percentage
of time spent in stage 1, 2 and 3 and percentage of time in stage R, and micro-arousal index
(per TST), with identification of micro-arousals as spontaneous, respiratory- or periodic
limb movement-related. Respiratory measures included: respiratory events index (apneas,
hypopneas, and respiratory-effort related arousals (RERA) per TST), respiratory event index
during stage R index (apneas, hypopneas, RERA per total Stage R time), respiratory events
index during stage N sleep, 4% oxygen desaturation index (4% ODI, per TST), mean SpO2
value, and minimum SpO2 value during sleep. Periodic limb movement variables were:
periodic limb movement index during sleep (PLMS) and periodic limb movement associated
with arousals (PLMA) index (Kaminska et al. 2012). The definitions of all sleep variables
can be found at Kaminska et al. (2011).

2.2 Subjective Sleep Quality

Subjective sleep quality was measured via the PSQIL. The PSQI generates scores correspond-
ing to seven domains: subjective sleep quality, sleep latency, sleep duration, habitual sleep
efficiency, sleep disturbances, use of sleep medications, and daytime dysfunction. Each com-
ponent score ranges from 0 (no difficulty) to 3 (severe difficulty). The component scores are
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summed to produce a global score (range of 0-21). A PSQI global score greater than five,
is considered to be suggestive of clinically relevant sleep disturbance (Buysse et al., 1989).
We used the PSQI as a continuous variable in this study.

2.3 Statistical Analyses

We attempted several variable selection techniques, and data reduction approaches to deal
with the many correlated sleep variables from the PSG. These techniques included PCA, all
subset regression approaches for variable selection using different statistical criteria, LASSO
method. We also used the set of sleep variables as explanatory variables for explaining our
outcome (subjective sleep quality) adjusting for sex, age and BMI.

The primary objective of PCA is to reduce dimension while retaining the same amount of
variability of the larger data set. PCA analysis attempts to explain the variance-covariance
structure of a data set by a smaller number of uncorrelated linear combinations of the vari-
ables in the data set (Johnson and Wichern, 2007). The ‘principal components’ are then
used as the input for further analyses.

The subset regression methods procedure fits regression equations with one candidate
regressor, two candidate regressors and so on. The resulting fits are evaluated according
to some popular goodness-of-fit criterion and the best regression model is selected (Mont-
gomery et al., 2012). The Mallow’s C,, adjusted R? (Gujarati, 2009) and Bayesian Informa-
tion Criterion (BIC) (Schwarz et al., 1978) criteria was used in this study (Mallows, 1973).
BIC is chosen here over Akaike Information Criterion (AIC) because it is generally more
conservative than AIC and avoids overfitting.

LASSO is a widely used variable selection approach in regression (Tibshirani, 1996). It
minimizes the residual sum of squares while constraining the sum of the absolute value of
the regression coefficients to be less than a constant. By imposing this constraint, it yields
some coefficients that are exactly O thereby excluding those variables from the regression.
LASSO is as interpretable as best subset selection (Hastie et al., 2009). In this study, we used
the LARS function in R. Estimates from the step of the LASSO regression with the minimum
approximate C,, statistic were used.

3 Results

Table 1 describes the characteristics of our study sample. Most patients had the relaps-
ing/remitting form of MS (75.4%) and mild EDSS (44.2%). Mean age, and BMI of the
patients were 46.9 years and 26.4 kg/m? respectively.

Mean, median and standard deviations (SD) of the PSG variables are presented in Ta-
ble 2. Amongst the sleep quality variables increasing total sleep time, total sleep period and
sleep efficiency indicate better sleep. Increasing wake time after sleep onset, wake count
index and spontaneous arousal index indicate increasingly disturbed sleep. Sleep is deeper
as the stage increases. Just over half (55%) of subjects had an AHI greater or equal to 15
and thus were diagnosed with OSAH.
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Table 1: Characteristics of our study sample.

Types of MS Count (Percentages)
Relapsing/Remitting 46 (75.4%)
Secondary Progressive 13 (21.3%)
Progressive relapsing 2 (3.2%)

Types of EDSS* Count (Percentages)
Mild (0 - 2.5) 27 (44.2%)
Moderate (3 - 5.5) 19 (31.1%)

Severe (5.5 -7) 15 (24.5%)

Sex Count (Percentages)
Male 17 (27.8%)

Female 44 (72.1%)

Other subject characteristics Mean (Standard deviation)
Age 46.9 (10.5)

BMI 26.4 (6.1)

PSQI* 8.1 (3.9)

* Ordinal variable.

Subjects had overall poor sleep quality as reflected by the mean PSQI value (= 8). We
also see this in the binary situation: most study patients (77%) had PSQI greater than 5
indicating poor sleep.

3.1 Regression Analysis of the Sleep Variables as the Explanatory Vari-
ables of the PSQI

Correlations between all the sleep, respiratory and periodic limb movement variables were
estimated. As anticipated, total sleep time (minutes), total sleep period (minutes) and sleep
efficiency had a high positive correlation (> 0.6) among themselves. As well, respiratory
variables, stage shift variables, and arousal-related variables showed a strong positive cor-
relation between each other. These variables also had a strong negative correlation with the
sleep efficiency-related variables. The periodic limb movement variables were correlated
within themselves (> 0.6), but they did not show any high correlation with other variables
(near 0).

The multicollinearity in the data can cause severe problems in data analysis. To avoid
this, separate regression models were fitted to explain subjective PSQI (see Table 3). Total
sleep time (minutes) was the only significant variable found from the univariable regres-
sions. After adjustment for sex, age and BMI we found that for every one minute increase in
the total sleep time, the expected PSQI decreased by 0.015 units.

3.2 Principal Component Analysis of the Sleep Variables

We used PCA to reduce the data dimensionality by obtaining uncorrelated principal com-
ponents to carry out further analysis. Descriptive results suggested that the first eight com-
ponents were sufficient to capture about 90% of the cumulative proportion of the total
variation in the data set. (See Supplementary Material Table 5).
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Table 2: Descriptive measures of the sleep variables.

Sleep Variables Median Mean Standard Deviation
Total sleep time (min) 314.0 309.8 68.5

Total sleep period (min) 389.0 384.7 50.8

Sleep efficiency 79 76.1 14.4

Wake up after sleep onset 58 74.8 50.5

Stage 1 sleep index (Total sleep time) 6.7 8.1 4.9

Stage shift index (Total sleep period) 22.0 23.2 6.5

Wake count index (TSP) 3.4 3.8 1.7

S1 shifts and wakes per TSP 9 9.9 4.7

Stage 1 percentage 8.4 10.9 7.6

Stage 2 percentage 49.5 49.4 9.7

Stage 3 percentage 23.9 25.3 11.2

Stage R percentage 14.9 14.2 6.3

Stage O during total recording time minutes 85.0 97.0 56.7

Spontaneous arousal index 17.1 18.2 9.0

Respiratory Variables Median Mean Standard Deviation
Respiratory events index (apneas, hypopneas, RERA) 16.0 19.9 15.2

Respiratory events REM index (apneas, hypopneas, RERA) 18.6 22.8 19.4

Respiratory events NREM index (apneas, hypopneas, RERA)  15.4 19.0 15.2

Desaturation events sleep only index 0.5 3.1 6.8

SpO2 average value 95.7 95.34 1.6

SpO2 minimum value 88.9 87.7 6.6

PLM Measures Median Mean Standard Deviation
PLM total asleep index 6.9 21.6 334

PLMA index 1.6 3.5 5.1

The results of the multiple regression analysis of the continuous PSQI on the PC scores
before and after adjustment for age, sex and BMI are given in Table 4. Regression coef-
ficients and their corresponding confidence intervals are reported. None of the principal
components were statistically significant in estimating the continuous PSQI.

3.3 All Subset Regression Approaches

This study used the best subsets approach using Mallow’s C), adjusted R?, and BIC as good-
ness of fit criteria. 222 number of possible models were fitted. The best model found using
the lowest C), (-4.9) among all the fitted models included total sleep time (minute), wake
count index (TSP) and average SpO2. The best model using the highest adjusted R? (0.19)
among all the fitted models included sleep efficiency, wake count index (total sleep period),
spontaneous arousal index, respiratory events index (apneas, hypopneas, RERA), respira-
tory events NREM index (apneas, hypopneas, RERA), average SpO2, PLM total sleep index,
PLMA index and wake up after sleep onset. Finally, the best model selected using the lowest
BIC 3.6 among all the fitted models included only the total sleep time (minutes).

3.4 Least Absolute Shrinkage and Selection Operator (LASSO)

The first step had the lowest C}, (1.96). This step included only one non-zero coefficient for
total sleep time (minutes). The coefficient was -0.004 which is very small. This model had
an adjusted R? of 0.028 indicating a poor fit.
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Table 4: Multiple regression of the continuous PSQI on the PC scores.

Estimate Conf.int Estimate (adj) Conf.int
Score 1 0.27 [-0.09 0.63] 0.23 [-0.21 0.67]
Score 2 0.35 [-0.14 0.84] 0.29 [-0.14 0.92]
Score 3 0.17 [-0.56 0.92] 0.12 [-0.74 0.98]
Score 4 -0.05 [-0.810.70] -0.07 [-0.870.74]
Score 5 0.13  [-0.650.93] 0.15 [-0.68 0.99]
Score 6 -0.04 [-0.91 0.83] 0.08 [-0.94 1.09]
Score 7 -0.78 [-1.77 0.19] -0.81 [-1.85 0.23]
Score 8 -0.90 [-1.960.17] -0.84 [-2.00 0.33]

3.5 Summary

To compare the results from all methods utilized, we summarized our findings for explain-
ing the subjective PSQI by the objective sleep measures reporting important variables. These
variables are obtained in the regression models using the objective sleep variables and other
selected variables with different data reduction techniques. Linear regression analyses in-
dicated that the only important predictor of sleep quality was total sleep time. LASSO and
best subsets regression using the BIC as the criterion provided the same result. Best sub-
sets regression using Mallow’s C,,, and the adjusted R? both suggested several additional
variables.
Important variables obtained in different data reduction strategies

1. Linear Regression (adjusted for sex, age and BMI) (Continuous): Total sleep time
(minutes)

2. Mallow’s C,: total sleep time (minute), Wake count index (TSP), SpO2 average value

3. Adjusted R?: sleep efficiency, wake count index (total sleep period), spontaneous
arousal index, respiratory events index (apneas, hypopneas, RERA), respiratory events
NREM index (apneas, hypopneas, RERA), SpO2 average value, PLM total sleep index,
PLMA index, wake up after sleep

4. BIC: total sleep time (minutes)

5. LASSO: total sleep time (minutes)

4 Discussion

We compared different data reduction strategies in the context of a sleep study in MS pa-
tients. We investigated whether and which features of objective sleep quality assessed by
overnight PSG explained the Pittsburgh Sleep Quality Index (PSQI) score which is a sub-
jective measure of sleep quality. We applied data reduction techniques to a set of clinically
relevant sleep quality, respiratory, and periodic limb movement variables measured during
PSG, as well as other relevant characteristics of the subjects (age, sex and BMI). Very few of
these variables were found to be important in explaining subjective PSQI.

Data reduction techniques have been used in this context before. Several studies have
used principal components analysis to reduce data dimensionality in sleep apnea studies
(Tangugsorn et al., 1999). A sleep study (Myers and Downs, 2009) had been conducted
using LASSO to select the minimum predictors’ subset to predict cognitive fatigue levels. In
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all these studies, only one data reduction technique was used. We aimed to compare the
performance of several data reduction techniques.

In a set of highly correlated variables it is possible to retain the same amount of informa-
tion from fewer numbers of variables. In order to obtain a smaller set of variables in the high
dimensional data, various data reduction strategies have been discussed in this study. Our
data reduction strategies included univariable regressions of the sleep variables adjusted for
the most important confounders, PCA, all subset regression approaches for variable selection
(based on Mallow’s C,, Adjusted R? and BIC) and LASSO. LASSO and all subsets regression
using BIC as the criterion found only one important predictor (total sleep time). PCA found
no important predictors. All subsets regression using Mallow’s C), or the adjusted R? sug-
gested several variables (including total sleep time) were important predictors of subjective
sleep quality.

Each method has its own strengths and limitations. We found eight principal components
contained as much information as the full data set. However, none were found as important
predictors of subjective sleep quality. Moreover, interpretation of the principal components
was difficult. The loadings were not very informative so that we could not interpret the
components according to some specific characteristics of the original variables.

The all subset regression method and LASSO overcame this interpretability issue, as
these methods directly indicated the most important variables for explaining subjective
PSQI. Using different criteria with all subset regression resulted in different covariates being
chosen as predictors for PSQI. For this data, the LASSO method was the best data reduction
strategy. It forced some coefficients of the variables to be exactly zero, eliminated them as
predictors, and the results were interpretable.

The main limitation of this work is the small number of observations relative to the
total number of variables considered. Because of the small sample size, the study results
may be limited to the sample under study and may not be generalized to the population.
Moreover, some of the variables may have been associated with high variability due to the
small sample. Particularly for those variables associated with smaller coefficient values, the
high variability might have caused the non-significance in the regression analyses. Also,
this study does not adhere to “event per variable" recommendations to avoid overfitting.
In addition, the rationale for this study was only around the correlation among the sleep
variables which could be further assessed using more rigorous multicollinearity testing tools.

On the other hand, the strength of the work presented here is that we used various
statistical tools to fulfill our objectives. We explored the data set in several different ways
and found largely similar results in all cases, that is, few objective measures of sleep quality
were important in explaining the PSQI. This may be because MS patients may have poor
judgment and memory loss, i.e. their subjective perceptions of sleep can be unreliable.
In addition, there may be other factors that can contribute to poor sleep which were not
considered in this study such as pain, spasticity, anxiety and depression, and environmental
variables. Alternatively, PSQI assesses sleep quality during the past month while the PSG
is measured on one specific night. Also, PSQI may be most useful as a dichotomous rather
than categorical variable. We considered only global PSQI scores which include some self-
reported questions on habitual total sleep time. This may account for the association we
found between total sleep time and PSQI.
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5 Conclusion

In the current work, the LASSO method was the easiest to implement; number of variables
could be reduced and the results were easily interpretable. Future work could include simu-
lation to understand the reliability of the results, potentially with a reasonably larger sample
size.

The conclusion of this study is similar to the recommendations provided in other epi-
demiologic studies (Greenland, 2008; Walter and Tiemeier, 2009). Based on our study
findings and the ease of interpretation, we recommend using the LASSO method in future
studies of the relationship of PSG parameters and clinical symptoms of poor sleep quality.
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Abbreviations Used

Abbreviation Full Name

AASM American Academy Of Sleep Medicine
BIC Bayesian Information Criterion
BMI Body Mass Index
CES-D Center For Epidemiologic Studies-Depression
EDSS Expanded Disability Status Scale
LASSO Least Absolute Shrinkage And Selection Operator
MCS Mental Component Summary
MS Multiple Sclerosis
4% ODI 4% Oxygen Desaturation Index
OSAH Obstructive Sleep Apnea-Hypopnea
PCA Principal Component Analysis
PCS Physical Component Summary
PLMA Periodic Limb Movement Associated With Arousals
PLMS Periodic Limb Movement Index During Sleep
PSG Polysomnography
PSQI Pittsburgh Sleep Quality Index
RBD REM Behavior Disorder
REM Rapid Eye Movement
RERA Respiratory-Effort Related Arousals
SE-36 Short Form (36) Health Survey
SSE Residual Sum Of Squares
TRT Total Recording Time
TSP Total Sleep Period
TST Total Sleep Time
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Table 5: Principal Component Analysis of the sleep variables.

Components Standard Deviation Proportion of Variation Cumulative Proportion

1 2.75 0.34 0.34
2 2.00 0.18 0.53
3 1.33 0.08 0.61
4 1.30 0.08 0.68
5 1.24 0.07 0.75
6 1.13 0.06 0.81
7 1.00 0.05 0.86
8 0.92 0.04 0.90
9 0.81 0.03 0.93
10 0.69 0.02 0.95
11 0.58 0.02 0.96
12 0.49 0.01 0.97
13 0.42 0.01 0.98
14 0.40 0.01 0.99
15 0.37 0.01 1.00
16 0.25 0.00 1.00
17 0.17 0.00 1.00
18 0.09 0.00 1.00
19 0.07 0.00 1.00
20 0.04 0.00 1.00
21 0.01 0.00 1.00
22 0.00 0.00 1.00
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A.1 Mallow’s C,

Mallow’s C, is a statistic used to determine the mean squared prediction error of a fitted

value. If we select P regressors from a set of K > P, the C,, statistic for that particular set of

regressors is defined as: C), = ng’“ — N +2P where SSE, is the residual sum of squares for

the model with P regressors, S? is the residual mean square after regression on the complete
set of K regressors, and N is the sample size.

A.2 Adjusted R?

Adjusted R? adjusts for the number of explanatory terms in a model. It gives the proportion
of variation explained by the regression. The adjusted R? increases only if the new term
improves the model more than would be expected by chance. It is used to adjust for the
overfitting of the model. Adjusted R? is a better goodness of fit than the usual R? statistic
when we keep adding variables in the model since adding variables will always increase the
usual R?. Adjusted R? is defined as

n—1 P

R?>=1-(1-R? D
( ) pa——

——— =R -(1-R?
n—p—1 ( )

where p is the total number of regressors in the linear model (without the constant term),
and n is the sample size.

A.3 Bayesian Information Criterion

The Bayesian information criterion (BIC") or Schwartz Bayesian Criterion (SBC) is a model
selection tool. While comparing different models we calculate for each model,

BIC =nIn(SSE) —nln(n) + In(n)p,

where SSEF is the residual sum of squares of that model, p is the number of parameters in
the model, and n is the sample size. Finally we call the one the best fitted model with the
smallest BIC.
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